Hierarchical overlapping coordination (HOC) simultaneously uses two or more problem decompositions, each of them associated with different partitions of the design variables and constraints. Coordination is achieved by the exchange of information between decompositions.

This article presents the HOC algorithm and a sufficient condition for convergence of the algorithm to the optimum in the case of convex problems with nonlinear constraints. The convergence condition involves the rank of a matrix derived from the Jacobian of the constraints. Computational results obtained by applying the HOC algorithm to nonlinear convex programming problems of various sizes are also presented.

ABSTRACT

Decomposition of large engineering design problems into smaller design subproblems enhances robustness and speed of numerical solution algorithms. Design subproblems can be solved in parallel, using the optimization technique most suitable for the underlying subproblem. This also reflects the typical multidisciplinary nature of system design problems and allows better interpretation of results.

Hierarchical overlapping coordination (HOC) simultaneously uses two or more problem decompositions, each of them associated with different partitions of the design variables and constraints. Coordination is achieved by the exchange of information between decompositions.

This article presents the HOC algorithm and a sufficient condition for convergence of the algorithm to the optimum in the case of convex problems with nonlinear constraints. The convergence condition involves the rank of a matrix derived from the Jacobian of the constraints. Computational results obtained by applying the HOC algorithm to nonlinear convex programming problems of various sizes are also presented.

1 Introduction

A typical approach to engineering design consists of formulating an optimization problem using models to estimate design criteria and constraint functions, and applying formal optimization methods to search the design space for an optimum.

In this article, we consider design problems that can be formulated as convex optimization problems of the form

\[
\text{find } x \in X \text{ such that } h(x) = 0, g(x) \leq 0 \text{ and } f(x) \text{ is minimized,} \quad (1.1)
\]

where \( X \subset \mathbb{R}^n \) is a nonempty open convex set, \( f : X \rightarrow \mathbb{R} \) and \( g_l : X \rightarrow \mathbb{R} \) are convex and differentiable functions on \( X \), and \( h_l : X \rightarrow \mathbb{R} \) are affine functions on \( X \).

Although optimization methods have been applied with practical success to individual system components, difficulties arise for system level design—a system being a collection of connected components or processes. Exploiting the structure of the design problem by decomposition of the problem into smaller subproblems may be necessary in the case of systems that involves hundreds of variables and constraints. The subproblems are then solved in parallel, using the optimization technique most suitable for the underlying submodel, gaining in robustness, speed and interpretation of results. Moreover, system design problems are typically multidisciplinary and/or involve subsystem design teams that effect one or more explicit problem decompositions. Thus, coordinated solution of design subproblems may be the only way to address the overall system problem in a practical and robust manner.

Hierarchical overlapping coordination (HOC) simultaneously uses two or more design problem decompositions, each of them associated with different partitions of the design variables and constraints. This kind of problem decomposition may reflect, for example,
matrix-type organizations structured according to product lines or subsystems and the disciplines involved in the design process. Coordination is achieved by the exchange of information between decompositions.

The mathematical formulation of HOC was first proposed in [6], and several criteria for convergence of the coordination algorithm under linear equality and inequality constraints were developed in [6] and [11]. Convergence criteria developed in those articles are computationally difficult to check and possibly incorrect (see Remark 4.4 in [10]). In order to remedy the situation, new computationally efficient criteria for convergence of the HOC algorithm under linear constraints were developed in [10]. In the present article, we present an HOC algorithm and a condition that ensure the convergence of the algorithm for nonlinear constraints.

Several researchers have proposed coordination strategies to exploit the structure of a problem associated with its decomposition. Reviews of optimization procedures that use decomposition are presented by Wagner and Papalambros [14] and Sobieszczanski-Sobieski and Haftka [13]. Recently, Nelson and Papalambros [5] presented Sequentially Decomposed Programming as a globally convergent coordination scheme for hierarchic systems. Other promising coordination algorithms, including concurrent subspace optimization (CSSO) [12] and collaborative optimization (CO) [3] for non-hierarchic systems, still require further in-depth study of their robustness and convergence properties.

2 Hierarchical Overlapping Coordination

Dependence of design functions on variables can be represented by a Boolean matrix termed the functional dependence table (FDT). The \((i, j)\)-th entry of the FDT is one if the \(i\)-th function depends on the \(j\)-th variable, and zero otherwise.

Hypergraph-based model decomposition [8] can be applied to the constraint functions of problem (1.1) to obtain two or more distinct (say, \(\alpha\), \(\beta\), \(\gamma\), \ldots) decompositions. This involves generating a decomposition of the functional dependence table (FDT) by reordering the variables and constraints, as shown in Figure 1.

In Figure 1, \(x_{\alpha_i}\) is the vector of local variables associated with block \(A_{\alpha_i}\), i.e., with subproblem \(\alpha_i\); \(y_{\alpha}\) is the vector of \(n_{\alpha}\) linking variables for the \(\alpha\)-decomposition; and \(p_{\alpha}\) denotes the number of subproblems in the \(\alpha\)-decomposition (diagonal blocks in the figure).

Provided that the objective function \(f\) is \(\alpha\)-additive separable, problem (1.1) takes the following form:

\[
\text{Min}_x f_{\alpha}(y_{\alpha}) + \sum_{i=1}^{p_{\alpha}} f_{\alpha_i}(y_{\alpha}, x_{\alpha_i}) \quad \text{subject to} \quad h_{\alpha}(y_{\alpha}, x_{\alpha}) = 0, \ g_{\alpha}(y_{\alpha}, x_{\alpha}) \leq 0, \ i = 1, \ldots, p_{\alpha}.
\]

Problem \(\alpha\) can be solved by solving \(p_{\alpha}\) independent uncoupled subproblems. Similarly, Problem \(\beta\) can be defined and solved for a \(\beta\)-decomposition after fixing the \(\beta\)-linking variables.

The hierarchical overlapping coordination algorithm can be described as follows, for the case of two decompositions (\(\alpha\) and \(\beta\)):

**Generic HOC Algorithm**

**Step 1.** Fix linking variables \(y_{\alpha}\) and solve Problem \(\alpha\) by solving the \(p_{\alpha}\) independent subproblems given in (2.2).

**Step 2.** Fix linking variables \(y_{\beta}\) to their values determined in Step 1, and solve Problem \(\beta\) by solving \(p_{\beta}\) independent subproblems.

**Step 3.** Go to Step 1 with the fixed values of \(\alpha\)-linking variables determined in Step 2.

**Step 4.** Repeat these steps until convergence is achieved.
3 Convergence Under Linear Constraints

In general, the accumulation point achieved in Step 4 of the Generic HOC Algorithm in Section 2 is not necessarily an optimal solution of Problem 1.1. A condition that guarantees convergence of the HOC algorithm to an optimal solution will be referred to as an HOC convergence condition.

For linearly constrained problems, several equivalent HOC convergence conditions were developed in an earlier work [10], one of them being notably efficient in a computational sense. This result for the case of linear constraints is reviewed in this section.

Consider the following optimization problem under linear equality and inequality constraints:

$$\text{Min}_x f(x) \text{ subject to } A^l x \leq c^l \text{ and } A^E x = c^E$$ \hspace{1cm} (3.1)

where $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is convex and differentiable, $A^l (A^E, \text{ resp.})$ is an $m_l \times n$ ($m_E \times n$, resp.) constraint matrix with real entries, $x \in \mathbb{R}^n$ is the vector of optimization variables, and $c^l \in \mathbb{R}^{m_l}$ ($c^E \in \mathbb{R}^{m_E}$, resp.) is a constant vector. We assume that the problem has a nonempty solution set.

The Generic HOC Algorithm described in Section 2 applied to Problem 3.1 results in two sequences and $\{x_p, y_p\}_{p=1}^{\infty}$. For an accumulation point $x^*$ of either $\{x_p\}_{p=1}^{\infty}$ or $\{y_p\}_{p=1}^{\infty}$, define $T_a$ to be the set of the indices corresponding to the active inequality constraints, i.e.,

$$T_a := \{i | (a^l_{ij}, \ldots, a^l_{in})x^* = c^l_i\},$$

where $a^l_{ij}$ denotes the $(i, j)$-entry of the matrix $A^l$. Let $\bar{A}^l$ be the submatrix of $A^l$ consisting of the active inequality constraints.

Define the cone $C(A)$ by

$$C(A) := \{x | x = \sum_{i \in T_a} a^l_i v^l_i + \sum_{i = 1}^{m_E} b^E_i v^E_i, \ a_i \geq 0\},$$

where $v^l_i$ ($v^E_i$, resp.) denotes the $i$-th row vector of $A^l$ ($A^E$, resp.). Also, define the induced cones $C(K_a)$ and $C(K_b)$ as follows:

$$C(K_a) := \{x | x = \sum_{i \in T_a} a^l_i v^l_i + \sum_{i = 1}^{m_E} b^E_i v^E_i + \sum_{i = 1}^{m_\beta} s_\beta v^\beta_i, \ a_i \geq 0\},$$

$$C(K_\beta) := \{x | x = \sum_{i \in T_a} a^l_i v^l_i + \sum_{i = 1}^{m_E} b^E_i v^E_i + \sum_{i = 1}^{m_\alpha} s_\alpha v^\alpha_i, \ a_i \geq 0\},$$

where $e^l_i \in \mathbb{R}^n$ is the $i$-th standard row vector, and $\alpha(i)$ ($\beta(i)$, resp.) is the index for the $i$-th $\alpha$-linking ($\beta$-linking, resp.) variable.

The Lagrange multiplier theorem for linear constraints [2, Proposition 3.4.1] states that $x^* \in \mathbb{R}^n$ is a solution to Problem 3.1 if and only if there exists a nonnegative vector $\lambda^l$ and a vector $\lambda^E$ such that

$$\nabla f^l(x^*) + \bar{A}^l \lambda^l + A^E \lambda^E = 0. \hspace{1cm} (3.2)$$

As in the case of only equality constraints, this result is valid even when $x^*$ is not a regular point [2, page 292]. Condition 3.2 is equivalent to

$$-\nabla f^l(x^*) = \bar{A}^l \lambda^l + A^E \lambda^E, \hspace{1cm} \lambda^l \geq 0, \hspace{1cm} (3.3)$$

which can be rephrased as

"$-\nabla f^l(x^*)$ belongs to the cone $C(A)$.”

Let $H_\alpha$ be the unique matrix such that $H_\alpha x = y_\alpha$. Then, for fixed values of the $\alpha$-linking variables $y_\alpha = d_\alpha$, Problem $\alpha$ can be defined as

$$\text{Min}_x f(x) \text{ subject to } A^l x \leq c^l, \ A^E x = c^E \text{ and } H_\alpha x = d_\alpha.$$ \hspace{1cm} (3.4)

Based on the above reasoning, $x^*_a$ is a solution to Problem $\alpha$ if and only if

"$-\nabla f^l(x^*_a)$ belongs to the cone $C(K_a)$.”

Analogously, $x^*_\beta$ is a solution to Problem $\beta$ if and only if

"$-\nabla f^l(x^*_\beta)$ belongs to the cone $C(K_\beta)$.”

**Theorem 3.1** Let $x^*$ be an accumulation point of $\{x_\alpha\}_{\alpha=1}^{\infty}$ or $\{y_\beta\}_{\beta=1}^{\infty}$. If

$$C(A) = C(K_a) \cap C(K_\beta),$$

then $x^*$ is a solution to the optimization problem in (3.1).

**Proof:** As explained in [10, Section 2.3], $x^*$ solves both Problem $\alpha$ and Problem $\beta$. Therefore,

$$-\nabla f^l(x^*) \in C(K_a) \text{ and } -\nabla f^l(x^*) \in C(K_\beta).$$
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Since \( C(A) = C(K_a) \cap C(K_B) \), one gets \(-Vf(x^*) \in C(A)\), which implies \( x^* \) is a solution to the original optimization problem in 3.1.

The HOC convergence condition stated in Theorem 3.1 cannot be practically used because one has to know a priori the accumulation point \( x^* \) and the set \( T_a \) of active constraints in order to compute the cones \( C(A) \), \( C(K_a) \) and \( C(K_B) \).

Theorem 3.2 below fixes this problem and provides a new sufficient condition for the convergence of HOC. This condition does not rely on the accumulation point \( x^* \).

**Theorem 3.2** Let \( r \) be the rank of \( \begin{pmatrix} A^T \\ A^E \end{pmatrix} \) and \( \hat{A} \) be an \( r \times n \) submatrix of \( \begin{pmatrix} A^T \\ A^E \end{pmatrix} \) with full rank. If the matrix

\[
\hat{K}_{aB} := \begin{pmatrix} \hat{A} \\ H_a \\ H_B \end{pmatrix}
\]

has full rank, then \( C(A) = C(K_a) \cap C(K_B) \).

**Proof:** Clearly, \( C(A) \subseteq C(K_a) \) and \( C(A) \subseteq C(K_B) \). Therefore, \( C(A) \subseteq C(K_a) \cap C(K_B) \).

To show the reverse inclusion, choose an arbitrary \( v \in C(K_a) \cap C(K_B) \). Let \( v_1, \ldots, v_r \) be the row vectors of \( \hat{A} \), and \( e_i \in \mathbb{R}^a \) be the \( i \)-th standard row vector. Since \( v \in C(K_a) \) and \( v \in C(K_B) \),

\[
v = \sum_{i \in T_a} a_i v_i' + \sum_{i=1}^{n_a} s_i e_{a(i)} + \sum_{i=1}^{m_g} b_i v_i^E + \sum_{i=1}^{n_g} t_i e_{g(i)}, \quad a_i \geq 0,
\]

and

\[
v = \sum_{i \in T_a} d_i v_i' + \sum_{i=1}^{n_a} e_i v_i^E + \sum_{i=1}^{n_B} t_i e_{b(i)}, \quad d_i \geq 0.
\]

Therefore,

\[
\sum_{i \in T_a} (a_i - d_i) v_i' + \sum_{i=1}^{m_g} (b_i - e_i) v_i^E + \sum_{i=1}^{n_a} s_i e_{a(i)} - \sum_{i=1}^{n_g} t_i e_{g(i)} = 0.
\]

(3.5)

Since \( v_1, \ldots, v_r \) form a basis for the row space of \( \begin{pmatrix} A^T \\ A^E \end{pmatrix} \), there exist \( \gamma_1, \ldots, \gamma_r \in \mathbb{R} \) such that

\[
\sum_{i \in T_a} (a_i - d_i) v_i' + \sum_{i=1}^{m_g} (b_i - e_i) v_i^E = \sum_{i=1}^{r} \gamma_i v_i.
\]

Hence, (3.5) becomes

\[
\sum_{i=1}^{r} \gamma_i v_i + \sum_{i=1}^{n_a} s_i e_{a(i)} - \sum_{i=1}^{n_g} t_i e_{g(i)} = 0.
\]

Since \( \hat{K}_{aB} = (v_1, \ldots, v_r, e_{a(1)}, \ldots, e_{a(n_a)}, e_{g(1)}, \ldots, e_{g(n_g)})^T \) has full rank, \( v_1, \ldots, v_r, e_{a(1)}, \ldots, e_{a(n_a)}, e_{g(1)}, \ldots, e_{g(n_g)} \) are linearly independent. Therefore,

\[
\gamma_i = 0, \quad s_j = 0, \quad t_k = 0
\]

for all \( i = 1, \ldots, r \), \( j = 1, \ldots, n_a \), \( k = 1, \ldots, n_B \), and thus

\[
v = \sum_{i \in T_a} a_i v_i' + \sum_{i=1}^{m_g} b_i v_i^E, \quad a_i \geq 0.
\]

This implies that \( v \in C(A) \).

Theorem 3.2 combined with Theorem 3.1 immediately implies the following Corollary.

**Corollary 3.3** Same notations as in Theorem 3.2. For Problem 3.1, suppose \( \alpha \) - and \( \beta \)-decompositions are given. Let \( \{x_{a(i)}\}_{i=1}^{m_a} \) and \( \{x_{b(i)}\}_{i=1}^{m_B} \) be two sequences obtained by applying HOC to these decompositions, and \( x^* \) be an accumulation point of \( \{x_{a(i)}\}_{i=1}^{m_a} \) or \( \{x_{b(i)}\}_{i=1}^{m_B} \). If \( \hat{K}_{aB} \) has full rank, then \( x^* \) is a solution to the optimization problem in (3.1).

4 Convergence Under Nonlinear Constraints

Consider a design problem that can be formulated as a convex optimization problem of the form

\[
\text{Min}_{x} f(x) \text{ subject to } h(x) = 0, \quad g(x) \leq 0
\]

(4.1)

where \( X \subseteq \mathbb{R}^a \) is a nonempty open convex set, \( f : X \to \mathbb{R} \) and \( g_i : X \to \mathbb{R} \) are convex and differentiable functions on \( X \), and \( h_i : X \to \mathbb{R} \) are affine functions on \( X \).
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The Jacobian of the constraint functions in Problem 4.1 plays a role similar to that of the matrix \( f^I \) in the linear problem (3.1). Let \( J(\mathbf{x}) \) be the matrix \( \begin{pmatrix} J^I(\mathbf{x}) \\ J^E(\mathbf{x}) \end{pmatrix} \) where \( J^I(\mathbf{x}) \) and \( J^E(\mathbf{x}) \) are the Jacobians of \( g(\mathbf{x}) \) and \( h(\mathbf{x}) \), respectively. This matrix function \( J(\mathbf{x}) \) will be simply referred to as the Jacobian of the Problem 4.1. Define the matrices \( K_\alpha(\mathbf{x}) \), \( K_\beta(\mathbf{x}) \) and \( K_{\alpha\beta}(\mathbf{x}) \) by

\[
K_\alpha(\mathbf{x}) := \begin{pmatrix} J(\mathbf{x}) \\ H_\alpha \end{pmatrix}, \quad K_\beta(\mathbf{x}) := \begin{pmatrix} J(\mathbf{x}) \\ H_\beta \end{pmatrix}, \quad K_{\alpha\beta}(\mathbf{x}) := \begin{pmatrix} J(\mathbf{x}) \\ H_\alpha \\ H_\beta \end{pmatrix}
\]

For a fixed point \( \mathbf{p} \in \mathbb{R}^n \), define \( T_\alpha(\mathbf{p}) \) to be the set of the indices corresponding to the active inequality constraints at \( \mathbf{p} \), i.e.,

\[
T_\alpha(\mathbf{p}) := \{ i \mid g_i(\mathbf{p}) = 0 \},
\]

where \( g_i \) denotes the \( i \)-th inequality constraint. Let \( J^I(\mathbf{p}) \) be the submatrix of \( J^I(\mathbf{p}) \) consisting of the active inequality constraints at \( \mathbf{p} \).

The cones \( C(J(\mathbf{p})), C(K_\alpha(\mathbf{p})) \) and \( C(K_\beta(\mathbf{p})) \) can be defined analogously as in the linear case. Define the cone \( C(J(\mathbf{p})) \) by

\[
C(J(\mathbf{p})) := \{ \mathbf{y} \in \mathbb{R}^n \mid \mathbf{y} = \sum_{i \in T_\alpha(\mathbf{p})} a_i \mathbf{v}_i(\mathbf{p}) + \sum_{i = 1}^{m_\mathbf{g}} b_i \mathbf{v}_i^E(\mathbf{p}), a_i \geq 0 \},
\]

where \( \mathbf{v}_i(\mathbf{p}) \) (\( \mathbf{v}_i^E(\mathbf{p}) \), resp.) denotes the \( i \)-th row vector of \( J^I(\mathbf{p}) \) (\( J^E(\mathbf{p}) \), resp.). Also, define the induced cones \( C(K_\alpha(\mathbf{p})) \) and \( C(K_\beta(\mathbf{p})) \) as follows:

\[
C(K_\alpha(\mathbf{p})) := \{ \mathbf{x} \in \mathbb{R}^n \mid \mathbf{x} = \sum_{i \in T_\alpha(\mathbf{p})} a_i \mathbf{v}_i(\mathbf{p}) + \sum_{i = 1}^{m_\mathbf{g}} b_i \mathbf{v}_i^E(\mathbf{p}) + \sum_{i = 1}^{m_\mathbf{h}} s_i e_\alpha(\mathbf{p}), a_i \geq 0 \},
\]

\[
C(K_\beta(\mathbf{p})) := \{ \mathbf{x} \in \mathbb{R}^n \mid \mathbf{x} = \sum_{i \in T_\beta(\mathbf{p})} a_i \mathbf{v}_i(\mathbf{p}) + \sum_{i = 1}^{m_\mathbf{g}} b_i \mathbf{v}_i^E(\mathbf{p}) + \sum_{i = 1}^{m_\mathbf{h}} s_i e_\beta(\mathbf{p}), a_i \geq 0 \}.
\]

The Generic HOC Algorithm described in Section 2 applied to Problem 4.1 results in two sequences \( \{x_{\alpha_j}\}_{j=1}^\infty \) and \( \{x_{\beta_j}\}_{j=1}^\infty \). The Lagrange multiplier theorem for nonlinear constraints [2] states that a regular point \( x^* \in \mathbb{R}^n \) is a solution to Problem 4.1 if and only if there exists a nonnegative vector \( \lambda^I \) and a vector \( \lambda^E \) such that

\[
\nabla f^I(x^*) + J^I(x^*)'\lambda^I + J^E(x^*)'\lambda^E = 0. \tag{4.2}
\]

Condition 4.2 is equivalent to

\[
-\nabla f^I(x^*) = J^I(x^*)'\lambda^I + J^E(x^*)'\lambda^E, \quad \lambda^I \geq 0, \tag{4.3}
\]

which can be rephrased as

\[ "-\nabla f^I(x^*) \text{ belongs to the cone } C(J(x^*))." \]

For fixed values of the \( \alpha \)-linking variables \( y_\alpha = d_\alpha \), Problem \( \alpha \) can be defined as

\[
\min_x f(x) \text{ subject to } \begin{align*}
& h(x) = 0, \quad g(x) \leq 0, \quad \text{and } H_\alpha x = d_\alpha. \tag{4.4}
\end{align*}
\]

Based on the above reasoning, \( x_{\alpha}^* \) is a solution to Problem \( \alpha \) if and only if

\[ "-\nabla f^I(x_{\alpha}^*) \text{ belongs to the cone } C(K_\alpha(x_{\alpha}^*))." \]

Analogously, \( x_{\beta}^* \) is a solution to Problem \( \beta \) if and only if

\[ "-\nabla f^I(x_{\beta}^*) \text{ belongs to the cone } C(K_\beta(x_{\beta}^*))." \]

Now the following theorem is immediate.

**Theorem 4.1** Let \( x^* \) be an accumulation point of \( \{x_{\alpha_i}\}_{i=1}^\infty \) or \( \{x_{\beta_i}\}_{i=1}^\infty \). If \( x^* \) is a regular point and

\[
C(J(x^*)) = C(K_\alpha(x^*)) \cap C(K_\beta(x^*)),
\]

then \( x^* \) is a solution to the optimization problem in (4.1).

**Proof:** As in the linear case, \( x^* \) solves both Problem \( \alpha \) and Problem \( \beta \). Therefore,

\[
-\nabla f^I(x^*) \in C(K_\alpha(x^*)) \quad \text{and} \quad -\nabla f^I(x^*) \in C(K_\beta(x^*)).
\]

Since \( C(J(x^*)) = C(K_\alpha(x^*)) \cap C(K_\beta(x^*)) \), one gets

\[ -\nabla f^I(x^*) \in C(J(x^*)), \]

which implies \( x^* \) is a solution to the original optimization problem in (4.1). \( \square \)
Theorem 4.2 Same notations as in Theorem 4.1. Let \( r \) be the rank of \( J(x^*) = \begin{pmatrix} \frac{\partial f}{\partial x} \end{pmatrix} \) and \( J(x^*) \) be an \( r \times n \) submatrix of \( J(x^*) \) with full rank. If the matrix

\[
R_{\alpha\beta}(x^*) := \begin{pmatrix} \frac{\partial f}{\partial x} \\ H_{\alpha} \\ H_{\beta} \end{pmatrix}
\]

has full rank, then \( C(J)(x^*) = C(K_{\alpha})(x^*) \cap C(K_{\beta})(x^*) \).

Proof: Clearly, \( C(J)(x^*) \subset C(K_{\alpha})(x^*) \) and \( C(J)(x^*) \subset C(K_{\beta})(x^*) \). Therefore,

\[
C(J)(x^*) \subset C(K_{\alpha})(x^*) \cap C(K_{\beta})(x^*).
\]

To show the reverse inclusion, choose an arbitrary \( v \in C(K_{\alpha})(x^*) \cap C(K_{\beta})(x^*) \). Let \( v_1, \ldots, v_r \) be the row vectors of \( J(x^*) \), and \( e_i \in \mathbb{R}^n \) be the \( i \)-th standard row vector. Since \( v \in C(K_{\alpha})(x^*) \) and \( v \in C(K_{\beta})(x^*) \),

\[
v = \sum_{i \in \mathbb{R}^a} a_i v_i + \sum_{i=1}^{\text{mg}} b_i v_i^E + \sum_{i=1}^{\text{nq}} s_i e_{\alpha(i)}, \quad a_i \geq 0,
\]

and

\[
v = \sum_{i \in \mathbb{R}^a} d_i v_i + \sum_{i=1}^{\text{mg}} e_i v_i^E + \sum_{i=1}^{\text{nq}} t_i e_{\beta(i)}, \quad d_i \geq 0,
\]

Therefore,

\[
\sum_{i \in \mathbb{R}^a} (a_i - d_i) v_i + \sum_{i=1}^{\text{mg}} (b_i - e_i) v_i^E + \sum_{i=1}^{\text{nq}} s_i e_{\alpha(i)} - \sum_{i=1}^{\text{nq}} t_i e_{\beta(i)} = 0.
\]

Since \( v_1, \ldots, v_r \) form a basis for the row space of \( J(x^*) \), there exist \( \gamma_1, \ldots, \gamma_r \in \mathbb{R} \) such that

\[
\sum_{i \in \mathbb{R}^a} (a_i - d_i) v_i + \sum_{i=1}^{\text{mg}} (b_i - e_i) v_i^E = \sum_{i=1}^{r} \gamma_i v_i.
\]

Hence, (4.5) becomes

\[
\sum_{i=1}^{r} \gamma_i v_i + \sum_{i=1}^{\text{nq}} s_i e_{\alpha(i)} - \sum_{i=1}^{\text{nq}} t_i e_{\beta(i)} = 0.
\]

Since the matrix

\[
K_{\alpha\beta}(x^*) = (v_1, \ldots, v_r, e_{\alpha(1)}, \ldots, e_{\alpha(n_{\alpha})}, e_{\beta(1)}, \ldots, e_{\beta(n_{\beta})})
\]

has full rank, its row vectors \( v_1, \ldots, v_r, e_{\alpha(1)}, \ldots, e_{\alpha(n_{\alpha})}, \) and \( e_{\beta(1)}, \ldots, e_{\beta(n_{\beta})} \) are linearly independent. Therefore,

\[
\gamma_i = 0, \quad s_j = 0, \quad t_k = 0
\]

for all \( i = 1, \ldots, r, \ j = 1, \ldots, n_{\alpha}, \ k = 1, \ldots, n_{\beta} \), and thus

\[
v = \sum_{i \in \mathbb{R}^a} a_i v_i + \sum_{i=1}^{\text{mg}} b_i v_i^E, \quad a_i \geq 0.
\]

This implies that \( v \in C(A) \).

Theorem 4.2 combined with Theorem 4.1 immediately implies the following Corollary.

Corollary 4.3 Same notations as in Theorem 4.2. For Problem 4.1, suppose \( \alpha \)- and \( \beta \)-decompositions are given. Let \( \{x_{\alpha_i}\}_{i=1}^{\infty} \) and \( \{x_{\beta_i}\}_{i=1}^{\infty} \) be two sequences obtained by applying HOC to these decompositions, and \( x^* \) be an accumulation point of \( \{x_{\alpha_i}\}_{i=1}^{\infty} \) or \( \{x_{\beta_i}\}_{i=1}^{\infty} \). If \( x^* \) is a regular point and \( K_{\alpha\beta}(x^*) \) has full rank, then \( x^* \) is a solution to the optimization problem in (4.1).

Remark 4.4 \( K_{\alpha\beta}(x^*) \) has full rank only if the sets of \( \alpha \)- and \( \beta \)-linking variables are disjoint.

HOC Algorithm for Nonlinear Convex Problems

Step 1. Apply the Generic HOC Algorithm starting at a point \( x_0 \) for \( \alpha \)- and \( \beta \)-decompositions that makes \( J(x_0) \) full rank. Let \( x^* \) be a resulting accumulation point.

Step 2. If \( J(x^*) \) has full rank, then (by Corollary 4.3) conclude that \( x^* \) is a solution to the original optimization problem in (4.1) and exit.

Step 3. If \( J(x^*) \) fails to have full rank, then find new \( \alpha \)- and \( \beta \)-decompositions that make \( J(x^*) \) full rank, and go to Step 1 with \( x^* \) as new starting point. If it is not possible to find appropriate \( \alpha \)- and \( \beta \)-decompositions, then assume another starting point and go to Step 1 or exit.

This process is repeated until we reach a point \( x^+ \) such that \( J(x^+) \) has full rank (or a maximum number of iterations). Then this point \( x^+ \) is, by Corollary 4.3, a solution to the original optimization problem in (4.1). Valid decompositions are generated using hypergraph-based model decomposition techniques [8, 10] described in Section 5.1.
Remark 4.5 The HOC convergence condition stated in Corollary 4.3 requires that one has to know the accumulation point \( x^* \) in order to compute \( \tilde{K}_{\alpha\beta}(x^*) \). However, if the matrix function

\[
\tilde{K}_{\alpha\beta}(x) = \begin{pmatrix}
J(x) \\
H_{\alpha} \\
H_{\beta}
\end{pmatrix}
\]

has full rank for every \( x \) in the feasible domain, then \( \tilde{K}_{\alpha\beta}(x^*) \) also has full rank, and HOC is convergent. The method used in the proof [10, Theorem 3.5] can be used to show that \( \tilde{K}_{\alpha\beta}(x) \) has full rank everywhere if and only if there is no functional dependency exclusively among the \( \alpha \)- and \( \beta \)-linking variables. This situation can be described in terms of Elimination Theory: In the case of polynomial constraints, let \( \mathbb{R}[x_1, \ldots, x_n] \) be the ring of polynomials in \( n \) variables, and let \( I \) be the ideal generated by the given constraints. Then the projection of \( I \) onto the subring \( \mathbb{R}[x_{\alpha(1)}, \ldots, x_{\alpha(n)}], x_{\beta(1)}, \ldots, x_{\beta(p)}] \) consisting of polynomials in \( \alpha \)- and \( \beta \)-linking variables, should be empty. The same argument can be made for the case of analytic constraints.

In the case of polynomial constraints, it can be computationally checked whether \( \tilde{K}_{\alpha\beta}(x) \) has full rank everywhere. Some symbolic computer algebra systems, e.g. Macaulay [1] and Singular [4], are capable of computing the projection of an ideal onto a subring.

5 Computational Results
5.1 Obtaining Two Distinct Decompositions

Recall that the functional dependence table (FDT) is a Boolean matrix representing the dependence of design functions on variables. The \((i,j)\)-th entry of the FDT is one if the \(i\)-th function depends on the \(j\)-th variable and zero otherwise. A decomposition of the given optimization problem can be achieved by reordering rows and columns of the FDT corresponding to the constraints and variables, respectively.

The sufficient condition for convergence of HOC cannot easily be (and does not need to be) enforced at every point of the feasible space. As explained before, the condition will be enforced at the initial point and verified at the accumulation point(s). To solve a nonlinear optimization problem \( P \) by the HOC algorithm, two distinct (\( \alpha \)-, \( \beta \)-) decompositions of \( P \) satisfying the sufficient condition for convergence of HOC at the initial point \( x_0 \) (Corollary 4.3) can be found by the following heuristic:

1. Apply the hypergraph-based model decomposition algorithm developed in [8] to problem \( P \) to obtain an \( \alpha \)-decomposition.
2. In the process of obtaining a \( \beta \)-decomposition, penalize the \( \alpha \)-linking variables so that the disjointness of the set of \( \alpha \)-linking variables and the set of \( \beta \)-linking variables is accomplished, as required by the convergence condition in Corollary 4.3. If the two sets of linking variables are not disjoint, then go back to Step 1 and obtain a new \( \alpha \)-decomposition after penalizing the common linking variables.
3. Check if the resulting \( \alpha \)- and \( \beta \)-decompositions satisfy the convergence condition in Corollary 4.3. If the convergence condition is not satisfied, then go back to Step 1 and obtain a new \( \alpha \)-decomposition after penalizing one of the interdependent linking variables.

5.2 Example Problems

The HOC algorithm developed in this article has been applied to a family of nonlinear optimization problems of various sizes. The smallest problem \( P_1 \) has 25 variables and 21 constraints (19 linear equalities and 2 nonlinear inequalities) with a strictly convex, additive separable objective function. (Thus, the FDT of problem \( P_1 \) constraints is a 21 × 25 table.) The largest problem \( P_2 \) has 500 variables and 420 constraints (380 linear equalities and 40 nonlinear inequalities).

Figure 2 shows the reordered FDTs for the \( \alpha \)- and \( \beta \)-decompositions obtained by applying the above decomposition heuristic to example problem \( P_1 \). Maple [9] was used to verify that these two decompositions do satisfy the convergence condition in Corollary 4.3 for the initial point \( x_0 \). The \( \alpha \)-decomposition in Figure 2 has two subproblems and one linking variable \( (x_3) \), whereas the \( \beta \)-decomposition has two subproblems and two linking variables \( (x_3, x_9) \). While each of the two decompositions for \( P_1 \) has two subproblems, each of the two decompositions for \( P_2 \) has 40 subproblems.

Once the \( \alpha \)- and \( \beta \)-decompositions are determined, the subproblems have to be repeatedly solved. constr, the MATLAB [7] implementation of the Sequential Quadratic Programming algorithm (SQP), was used for this purpose. The HOC iteration process stops if the relative difference between the values of the objective function

\[ \text{2An implementation of this decomposition algorithm can be found at the URL: http://arc.engin.umich.edu/graph_part.html.} \]

\[ \text{3A variable is penalized when it is not desirable to have the variable as a linking variable. This can be achieved by assigning a high weight to the corresponding hyperedge in the hypergraph-based model decomposition algorithm described in [8].} \]
for two consecutive iterations is less than a preset tolerance value. The tolerance value used for the computation was $10^{-5}$.

To compare the effectiveness of the HOC algorithm with the ordinary All-At-Once (AAO) algorithm (i.e. one not using decompositions), the problems were solved in both ways. The results for $P_1$ and the other problems of larger sizes are shown in Tables 1 and 2 for two different initial points.

Runtime was measured in CPU seconds on a Sun UltraSparc 1. Runtimes only include constr function calls, excluding I/O and data transfer between $\alpha$- and $\beta$-decompositions. Each runtime represents the average runtime for five separate runs of the algorithm; the times of the five runs were consistently close. Serial-runtime is measured for the HOC computation in which the subproblems are solved sequentially, whereas parallel-runtime is measured for the HOC computation in which the subproblems are simulated to be solved in parallel.

### Table 1. Comparison of CPU-runtimes for nonlinear optimization problems of various sizes. Initial point $x_0 = -0.1$.

<table>
<thead>
<tr>
<th>prob</th>
<th>no. var</th>
<th>no. constr</th>
<th>no. subpr</th>
<th>All-At-One</th>
<th>Hierarchical Overlapping Coordination</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>objective</td>
<td>runtime^1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_1$</td>
<td>25</td>
<td>21</td>
<td>2</td>
<td>3.34092</td>
<td>1.847</td>
</tr>
<tr>
<td>$P_2$</td>
<td>50</td>
<td>42</td>
<td>4</td>
<td>6.68185</td>
<td>6.067</td>
</tr>
<tr>
<td>$P_3$</td>
<td>75</td>
<td>63</td>
<td>6</td>
<td>10.0227</td>
<td>16.85</td>
</tr>
<tr>
<td>$P_4$</td>
<td>100</td>
<td>84</td>
<td>8</td>
<td>13.3637</td>
<td>29.59</td>
</tr>
<tr>
<td>$P_5$</td>
<td>125</td>
<td>105</td>
<td>10</td>
<td>16.7046</td>
<td>59.03</td>
</tr>
<tr>
<td>$P_6$</td>
<td>200</td>
<td>168</td>
<td>16</td>
<td>26.7274</td>
<td>333</td>
</tr>
<tr>
<td>$P_7$</td>
<td>250</td>
<td>210</td>
<td>20</td>
<td>33.4092</td>
<td>1446</td>
</tr>
<tr>
<td>$P_8$</td>
<td>375</td>
<td>315</td>
<td>30</td>
<td>50.1139</td>
<td>6904</td>
</tr>
<tr>
<td>$P_9$</td>
<td>500</td>
<td>420</td>
<td>40</td>
<td>66.8185</td>
<td>20539</td>
</tr>
</tbody>
</table>

### Table 2. Comparison of CPU-runtimes for nonlinear optimization problems of various sizes. Initial point $x_0 = 0$.

<table>
<thead>
<tr>
<th>prob</th>
<th>no. var</th>
<th>no. constr</th>
<th>no. subpr</th>
<th>All-At-One</th>
<th>Hierarchical Overlapping Coordination</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>objective</td>
<td>runtime^1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_1$</td>
<td>25</td>
<td>21</td>
<td>2</td>
<td>3.34092</td>
<td>2.860</td>
</tr>
<tr>
<td>$P_2$</td>
<td>50</td>
<td>42</td>
<td>4</td>
<td>6.68185</td>
<td>11.41</td>
</tr>
<tr>
<td>$P_3$</td>
<td>75</td>
<td>63</td>
<td>6</td>
<td>10.0227</td>
<td>25.57</td>
</tr>
<tr>
<td>$P_4$</td>
<td>100</td>
<td>84</td>
<td>8</td>
<td>13.3637</td>
<td>52.46</td>
</tr>
<tr>
<td>$P_5$</td>
<td>125</td>
<td>105</td>
<td>10</td>
<td>16.7046</td>
<td>92.85</td>
</tr>
<tr>
<td>$P_6$</td>
<td>200</td>
<td>168</td>
<td>16</td>
<td>26.7274</td>
<td>818</td>
</tr>
<tr>
<td>$P_7$</td>
<td>250</td>
<td>210</td>
<td>20</td>
<td>33.4092</td>
<td>1701</td>
</tr>
<tr>
<td>$P_8$</td>
<td>375</td>
<td>315</td>
<td>30</td>
<td>50.1139</td>
<td>10869</td>
</tr>
<tr>
<td>$P_9$</td>
<td>500</td>
<td>420</td>
<td>40</td>
<td>66.8185</td>
<td>27662</td>
</tr>
</tbody>
</table>

5.3 Discussion

HOC has shorter parallel and serial runtimes than AAO algorithm for all problems and initial points except for problem $P_1$ with initial point $x_0 = -0.1 := -(0.1,0.1,\ldots,0.1)$. Moreover, for all problem sizes and initial points, the HOC algorithm did not require re-partition of the model as dictated by Step 3 of the algorithm. That is, the condition for convergence was satisfied both at the initial points and at the first-generated accumulation points. The AAO algorithm converges faster when it is started with $x_0 = -0.1$ as initial point, whereas the HOC algorithm converges faster when it is started with $x_0 = 0$ as initial point.

Note that HOC for $P_9$ has parallel- and serial-runtimes that are $7100-14500$ and $340-710$ times shorter than the AAO runtimes, respectively, depending on...
on the initial point. Surprisingly, HOC terminates after three and one iterations regardless of problem size. HOC serial-runtimes vary linearly with the size of the problem, whereas parallel-runtimes remain about constant. This is expected since subproblem sizes are similar for all nine problems. AAO runtimes seem to vary polynomially (3rd or 4th order) with the size of the problem. HOC serial wall-clock times, which include data transfer between α- and β-decompositions, were significantly shorter than their AAO counterpart for the larger problems. For example, $P_8$ was solved in less than 2 minutes by HOC, while its AAO solution took over 7½ hours on the same workstation. This clearly demonstrates the advantage of using HOC for large scale problems with many loosely-linked subproblems.
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